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Perturbation of period-2 oscillations in catalytic reactions accompanied by surface restructuring
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Department of Applied Physics, Chalmers University of Technology, S-41296 Go¨teborg, Sweden
and Boreskov Institute of Catalysis, Russian Academy of Sciences, Novosibirsk 630090, Russia

~Received 24 March 2003; revised 26 August 2003; published 25 November 2003!

We present Monte Carlo simulations illustrating the effect of periodic forcing on period-2 oscillations related
to the interplay of catalytic reaction and surface restructuring. The oscillations are found to be fairly stable if
the external frequency equals the main internal frequency. In contrast, perturbations with other frequencies may
easily change the type of oscillation. In particular, perturbations with double frequency convert period-2
oscillations into period-1 oscillations with the imposed frequency.
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I. INTRODUCTION

Periodic forcing of reaction kinetics via, e.g., variation
reactant pressure~s! or temperature is one of the useful too
employed in basic and applied studies in chemistry in g
eral and in heterogeneous catalysis in particular@1#. In ex-
periments focused on the complex behavior of catalytic
actions, this strategy is widely used to stabilize period
oscillations~this is easily possible if the external and intern
frequencies are equal! or to generate quasiperiodic or irreg
lar oscillations. In applied catalysis, periodic forcing pr
vides additional opportunities for optimization of the reac
performance@2#. In a more general context, periodic pertu
bations can be used to control chaos@3# and induce complex
spatiotemporal behavior@4#. Despite all these advance
and/or applications, many interesting aspects of perio
forcing of chemical reactions are still open for investigatio
In particular, it is not clear how periodic perturbations m
influence period-2 oscillations. Our Monte Carlo~MC! simu-
lations of catalytic oscillations clarify this point.

Oscillations in heterogeneous catalytic reactions often
sult from the interplay of rapid reaction steps and a relativ
slow ‘‘side’’ process, such, as e.g., adsorbate-induced sur
restructuring, oxide formation, or carbon deposition~see the
recent reviews@5,6#!. Physically, this means that oscillation
are frequently accompanied by phase separation on the
soscopic scale. Under such circumstances, simple mean
~MF! models based on the conventional mass-action law
strictly speaking not applicable. One should rather use
phisticated MF kinetic equations or the MC technique. In o
MC simulations, we employ a generic model which was p
posed @7# to describe surface-restructuring-related osci
tions, period doubling, and irregularities in the kinetics
NO reduction by H2 on Pt~100! ~for a review of the corre-
sponding experimental and theoretical studies, see Sec.
Ref. @6#!. The key factors lying behind oscillations in th
reaction are similar to those in other reactions with part
pation of NO on Pt~100!. Thus, the domain of applicability
of our main conclusions is expected to be broad. To ext
the understanding of the problem under consideration,
will also briefly comment on more conventional MF kinet
models predicting period-2 oscillations.

II. MODEL

The mechanism of the NO-H2 reaction on Pt~100! in-
cludes~i! NO adsorption, desorption, and decomposition,~ii !
1063-651X/2003/68~5!/056212~6!/$20.00 68 0562
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reversible dissociative adsorption of H2, ~iii ! nitrogen de-
sorption, and~iv! reactions between adsorbed H, O, N, a
NO resulting in the formation and desorption of H2O, NH3,
and N2O. At the most interesting temperatures~above 430
K!, steps~ii !–~iv! are rapid and the surface coverage by
O, and N is low. This makes it possible to use a reduc
reaction scheme, involving explicitly only reversible NO a
sorption and decomposition. The other reaction steps
taken into account implicitly by removing the NO
decomposition products~N and O! from the surface imme-
diately after decomposition events. Thus, we have only
adsorbed species, NO, which is able to induce changes in
surface structure.

To mimic the NO-induced restructuring of the Pt~100!
surface@specifically, the transition from the quasihexagon
~‘‘hex’’ ! arrangement of Pt atoms, which is stable before N
adsorption, to the (131) arrangement stable after NO a
sorption#, we use the lattice-gas model.

~1! Metal atomsM (M[Pt) form a square lattice. Ever
M atom may be in a stable or metastable state~the terms
‘‘stable’’ and ‘‘metastable’’ refer to states that are stable a
metastable on theclean surface, and accordingly the corre
sponding phases mimic the ‘‘hex’’ and (131) phases, re-
spectively!. The energy difference of these states isDE. The
nearest-neighbor~NN! lateralM -M interaction is considered
to be attractive,2eMM (eMM.0), if the atoms are in the
same states, and repulsive,eMM , if the states are different
The next-nearest-neighbor~NNN! interactions are ignored
~Note that theM -M interactions introduced actually describ
the deviation from the average value. For this reason,
sign of theM -M interactions may be either positive or neg
tive depending on the arrangement of metal atoms.!

~2! Adsorbed particlesA (A[NO) occupy hollow sites
~this assumption is not essential, because for adsorption
top sites the structure of the formal equations is the sam!.
The adsorption energy of a given particle is considered
increase linearly with the number of NN substrate atoms
the metastable state~this is a driving force for the phas
transition!. In particular, the increase of the adsorption e
ergy of anA particle after the transition of one NN substra
atom from the stable to the metastable state iseAM (eAM
.0). The adsorbate-adsorbate lateral interactions are
nored for simplicity.

The adsorbate-substrate Hamiltonian corresponding to
©2003 The American Physical Society12-1
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assumptions above contains theM -M andA-M interactions

H5Hs1Has ,

Hs5DE(
i

ni
M24eMM(

i , j
~ni

M21/2!~nj
M21/2!,

Has52(
i , j

eAMnj
Ani

M ,

whereni
M is the variable characterizing the state of atomi

(ni
M51 or 0 is assigned to the metastable and stable sta

respectively!, ni
A is the occupation number of the adsorpti

sites, and( i j means summation over nn pairs. Mathema
cally, the lattice-gas model defined by these equation
equivalent to a model consisting of two subsystems of Is
spins. It predicts an adsorbate-induced first-order phase
sition provided that the adsorbate-substrate interaction is
ficiently strong.

The procedure for introducing the rate constants for
the relevant elementary rate processes in accordance wit
model outlined was described in detail earlier@7#. Here, we
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FIG. 1. ~a! NO decomposition rate~per site per MCS!, NO
coverage (ML[monolayer), and fraction of Pt atoms in the sta
representing the (131) phase~thick and thin lines, respectively! in
the case of unperturbed period-2 oscillations withpNO50.3. ~b!
Harmonics with the main and double frequencies~upper and lower
panels! used for perturbation.
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recall only that the decomposition ofA ~i.e., of NO! is con-
sidered to occur provided that~i! at least one NN site is
vacant and~ii ! all theM atoms adjacent toA and to a vacant
site are in the metastable state. The latter condition takes
account that NO decomposition occurs primarily on the
31) phase. To simulate the reaction kinetics, we use the
of parameters @7# DE/kBT52, eMM /kBT50.5, and
eAM /kBT52, corresponding to fixed temperatureT
.0.40Tc (Tc is the critical temperature!. These paramete
values were chosen on the basis of available experime
data~see the discussion in Refs.@6,7#!.

Surface restructuring, adsorption-reaction steps, and
fusion of A particles are simulated with probabilitiespres,
prea (pres1prea<1), and 12pres2prea, respectively. In real-
ity, surface restructuring is slower than the adsorptio
reaction steps~i.e., pres,prea), which are in turn much
slower compared toA diffusion ~i.e., pres1prea!1). In our
simulations, we employpres/(pres1prea)50.3. In the frame-
work of this scheme, the ratio of the rates ofA diffusion and

(a)  t=720  MCS

(b)  t=820  MCS

FIG. 2. Typical snapshots of a (75350) fragment of the (200
3200) lattice for the MC run, shown in Fig. 1~a!, at the moments
when the fraction of Pt atoms in the state representing the (131)
phase is~a! maximum and~b! minimum. Filled circles and plus
signs exhibit, respectively, adsorbed particles and substrate a
forming the (131) phase. Metal atoms on the areas mimicking t
‘‘hex’’ phase are not shown.
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the other processes isNdif[(12pres2prea)/(pres1prea). The
results are presented forNdif51000.

Inside the catalytic cycle,A adsorption on vacant sites i
performed with probabilitypNO (pNO is the governing pa-
rameter!. A desorption and decomposition are simulated w
probabilities pdes and 12pdes, respectively. More specifi-
cally, the rate ofA desorption depends on theA-M lateral
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FIG. 3. Forced oscillations forx50.1 ~a!, 0.3 ~b!, and 0.5~c! in
the case when the external and internal frequencies are equal.
designations are as in Fig. 1~a!.
05621
interactions@7#; the parameterpdes corresponds to the maxi
mum desorption rate. The simulations are executed forpdes
50.2 ~note that this value is somewhat lower than that us
in Ref. @7#!.

Perturbation of the reaction kinetics is assumed to oc
via periodic modulation of the NO pressure. This means t
the parameterpNO depends on time as

pNO5pNO
0 @11x cos~vext !#,

wherepNO
0 is the average value,x the modulation amplitude

andvex the external frequency.
Initially ~at t50), the surface was considered to be cle

and all theM atoms to be in the stable state. The results w
obtained for an (L3L) M lattice with L5200 and periodic
boundary conditions. To measure time, we employ the
called MC step~MCS! defined as (L3L) attempts of the
adsorption-reaction-surface-restructuring events. The a
rithm of our present simulations is identical to that employ
earlier @7#.

III. RESULTS OF SIMULATIONS

With the specifications above, the model predicts we
developed period-2 oscillations forx50 at pNO.0.3
@Fig. 1~a!#. The oscillations are established just after the b
ginning of MC runs~in fact the transient period is absent!.
During oscillations, the islands representing the ‘‘hex’’ pha
grow and shrink~Fig. 2!. The island size is relatively smal
because the adsorbed overlayer is close to satura
~For period-1 oscillations, the island size is larger@7#.!

To force the oscillatory kinetics shown in Fig. 1~a!, we
used perturbations with various frequencies. The most in
esting results were obtained for the frequency,vex
50.0454 MCS21, equal to the main internal frequency, an
also for the double frequencyvex50.0908 MCS21

@Fig. 1~b!#.
The perturbations with the main frequency are found

result in kinetic irregularities but only in the beginnin
~Fig. 3!. The duration of the transient period slightly d
creases with increasing modulation amplitude. For the r
with x50.1, 0.3, and 0.5, for example, the duration of t
transient period is, respectively, about 500, 200, and
MCS. During this period, the internal dynamics and exter
perturbation adjust to each other. With increasing time,
system relaxes and exhibits well-developed period-2 osc
tions. The shape of the established period-2 oscillations
pends on the modulation amplitude. It is of interest that su
oscillations are observed even for the perturbation with
maximum amplitude, i.e., forx51.0 ~not shown!.

In contrast, the perturbations with the double frequen
leave unchanged the type of oscillations@Fig. 4~a!# only if
the modulation amplitude is small~smaller or about 0.05!.
With increasing modulation amplitude, the period-2 oscil
tions are easily converted into period-1 oscillations with t
imposed frequency@Figs. 4~b! and 4~c!#. The transient period
in these cases is typically shorter, or about 200 MCS.

Detailed qualitative explanation of period-2 oscillations
usually far from straightforward. Nevertheless, careful

he
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spection of the results obtained makes it possible to ratio
ize what we have here. In particular, the snapshots show
Fig. 2 indicate that at the moments when the adsorbate
erage is maximum the metal atoms are almost entirely in
(131) state. With decreasing coverage, this phase shr
and one can observe islands of the other phase@Fig. 2~b!#.
The growth of these islands occurs even near the po
where the adsorbate coverage reaches maxima located
tween the main maxima. Thus, basically, the period-2 os
lations appear due to the interplay of the conventional st
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FIG. 4. Forced oscillations in the case of perturbations with
double frequency andx50.05 ~a!, 0.1 ~b!, and 0.3~c!. The desig-
nations are as in Fig. 1~a!.
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~adsorption, desorption, and decomposition! and the initial
stages of island growth. The perturbations with the main
ternal frequency increase coverage near the main max
and decrease coverage near the intermediate maxima.
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FIG. 5. Perturbation harmonic~a! and reaction kinetics forvex

50.03 andx50.05~b!, 0.1~c!, and 0.3~d!. The designations are a
in Fig. 1~a!.
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these changes act in line with the factors resulting in
period-2 oscillations~in particular, the decrease of covera
near the intermediate maxima facilitates island growth
these stages!. For this reason, the period-2 oscillations a
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FIG. 6. As Fig. 5 forvex50.07.
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remarkably stable with respect to the perturbations with
main internal frequency. In contrast, the perturbations w
the double frequency increase coverage near the m
maxima and also near the intermediate maxima. The la
slows down the island growth near the intermediate max

0 200 400 600 800 1000
TIME  (MCS)

-1.0

0.0

1.0

P
E

R
T

U
R

B
A

T
IO

N

(a)

0.00

0.05

0.10

0.15

R
E

A
C

T
IO

N
  R

A
T

E

0 200 400 600 800 1000
TIME  (MCS)

0.40

0.60

0.80

1.00

C
O

V
E

R
A

G
E

  (
M

L)

(b)

0.00

0.05

0.10

0.15
R

E
A

C
T

IO
N

  R
A

T
E

0 200 400 600 800 1000
TIME  (MCS)

0.40

0.60

0.80

1.00

C
O

V
E

R
A

G
E

  (
M

L)
(c)

0.00

0.05

0.10

0.15

R
E

A
C

T
IO

N
  R

A
T

E

0 200 400 600 800 1000
TIME  (MCS)

0.40

0.60

0.80

1.00

C
O

V
E

R
A

G
E

  (
M

L)

(d)

FIG. 7. As Fig. 5 forvex50.11.
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and accordingly stimulates conversion of the period-2 os
lations into period-1 oscillations with the imposed frequen

The analysis of perturbations of period-2 oscillations
the main and double frequencies was the primary goal of
simulations. To extend the presentation, we have howe
also studied the model behavior at three other external
quenciesvex50.03, 0.07, and 0.11, which are lower than t
main frequency, between the main frequency and the do
frequency, and above the double frequency, respectively

For vex50.03, the oscillations are first irregular@Fig. 5~b!
for x50.05] and then converted to period-3 oscillations w
the imposed frequency@Figs. 5~c! and 5~d! for x50.1 and
0.3#.

For vex50.07, the oscillations are first irregular@Fig. 6~b!
for x50.05] and then converted to period-2 oscillations w
a frequency equal to one-half the forcing frequency@Fig. 6~c!
for x50.1] and eventually to period-1 oscillations with th
forcing frequency@Fig. 6~d! for x50.1 and 0.3#.

For vex50.11, the oscillations are easily converted
period-2 oscillations with a frequency equal to one-half
forcing frequency@Figs. 7~b! and 7~c! for x50.05 and 0.1#
and then to period-1 oscillations with the forcing frequen
@Fig. 6~d! for x50.1 and 0.3#.

IV. CONCLUSION

In summary, our MC simulations indicate that period
oscillations in catalytic reactions accompanied by surface
structuring may be fairly stable with respect to perturbatio
c

m

ri
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with a frequency equal to the main internal frequency. P
turbations with other frequencies may easily change the t
of oscillation. In particular, perturbations with double fr
quency convert period-2 oscillations to period-1 oscillatio

Finally, it is appropriate to note that the period-1 and
oscillations predicted by our MC model are fairly robust
the sense that the corresponding areas of the governing
rameter~s! are relatively broad. More conventional MF mod
els including only chemical steps~adsorption, desorption
and elementary reactions! often predict much narrower oscil
latory windows. In such cases, the periodic perturbatio
may shift the system to areas that are far from the perio
and/or -2 domains even if the perturbation amplitude is re
tively small. Under such circumstances, the perturbati
may easily destroy period-2 oscillations even if the impos
frequency equals the main internal frequency~we have
proved this prediction by using a MF model proposed@8# for
describing oscillations in H2 oxidation on Pt!.
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